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About Large Language Models

What is all this AI hype?
Can chatbots be used for classification without further ado: even
MSC?
What is it they do? How does one prompt?
Is a resulting MSC suggestion reliable, and how or why?
How much input is needed? title, abstract, paper, references?
Does the actual LLM used matter?
Can it all be automated? And used by ZMO and MSN?
Does this say anything about math and truth?
Therefore start by hand.
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Mathematics Subject Classification

New MSC 2020 (19 June 2023 version) contains:
63 2-digit classifications, e.g. 53 (Geometry)
529 3-digit classifications, e.g. 53D (Symplectic & Contact G.)
6,022 5-digit classifications, e.g. 53D25 (Geodesic Flows in S&C G.)

Full text of a 2-digit classification suggests related, e.g.
53-XX Differential geometry For differential topology, see 57Rxx; for
foundational questions of differentiable manifolds, see 58Axx

More of a DAG than a tree.
Recent zbMATH articles in MSC 53; 145,445 items

Descriptions of classes were changed in 2020 to be more useful when
searching online or via database interfaces.
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Example

ChatGPT 3.5
Generative Pre-Trained Transformer with NLP front-end
Offered free by OpenAI
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Sample

Took the most recent article from the arXiv for each MSC 2020
top-level classification, except for the new 97 (Math Ed).
Took most recent to ensure articles not part of training set.
Used arXiv search under “all fields”, not just “mathematics”
Withdrawn papers not considered.
Some articles were the most recent in more than one classification.
Resulting sample had 56 articles.
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Queries

For each article, the following query was processed:
Call the following text "<arXivId>-Title":
<title from paper>

Call the following text "<arXivId>-Abstract":
<abstract from paper>

Given the title "<arXivId>-Title" and abstract
"<arXivId>-Abstract" classify the text according to the
MSC 2020 classification.

The output for each was similar to our earlier example.
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Analysis

In each case, we determined whether the LLM classification matched
the arXiv-ascribed classification of the article.

If all of the primary classifications offered by the LLM chat were
among the primary arXiv classifications, it was taken to be matching.
We allow to miss arXiv primary classifications.

If any of the primary classifications offered by the LLM chat were not
among the primary arXiv classification, it was taken to be differing.
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Matching and Differing Classifications

34 of the 56 papers had matching classifications.
22 of the 56 papers had differing classifications.
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Differing Classifications
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Matching Classifications

34 coincidences in 56 cases:
LLM primary classifications among arXiv classifications

17 cases:
one or more of arXiv primaries missing from LLM primary or secondary

1 apparent typo ignored
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Matching Classifications — Example

The Kepler Cone, Maclaurin Duality and Jacobi-Maupertuis metrics
by Richard Montgomery.
Primary 53: arXiv 2312.08173 [Math.DS] (70F; 53) 70G65 83C10

70F Dynamics of a system of particles, including celestial mechanics
70G65 Symmetries, Lie group and Lie algebra methods for problems in
mechanics
83C10 Equations of motion in general relativity and gravitational theory
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Matching Classifications - Example

The Kepler Cone, Maclaurin Duality and Jacobi-Maupertuis metrics
Abstract. The Kepler problem is the special case α = 1 of the power law
problem: to solve Newton’s equations for a central force whose potential is
of the form µ/rα where µ is a coupling constant. Associated to such a
problem is a two-dimensional cone with cone angle 2πc with c = 1α . We
construct a transformation taking the geodesics of this cone to the zero
energy solutions of the α-power law problem. The ‘Kepler Cone’ is the
cone associated to the Kepler problem. This zero-energy cone
transformation is a special case of a transformation discovered by
Maclaurin in the 1740s transforming the α-power law problem for any
energies to a ‘Maclaurin dual’ γ-power law problem where γ = 2α

2α and
which, in the process, mixes up the energy of one problem with the
coupling constant of the other. We derive Maclaurin duality using the
Jacobi-Maupertuis metric reformulation of mechanics. ....
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Matching Classifications — Example

Submitted as DS (Dynamical Systems) and it’s about the geometrical
aspects of Newtonian mechanics and related matters.
Intended to be fairly expositional.
arXiv gives 70F, which is fair enough, but arguably 70G35 is better,
so we’ll log agreement.
In fact the relativity mention seems spurious, though Rutherford
scattering is also discussed.
There is a significant historical aside here too.
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Differing Classifications

22 non-coincidences in 56 cases:
LLM primary classifications not among arXiv classifications

18 cases:
one or more of arXiv primaries missing from LLM primary or secondary

13 cases:
1 LLM additional secondary not among arXiv classes
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Differing Classifications – Example

Symmetries and invariant solutions of the wave equation for shear
disturbances in soft solids
arXiv:2303.01437 under 22, 76; LLM: 35Q72 74B20

22 Topological groups, Lie groups For transformation groups, see
54H15, 57Sxx, 58-XX; for abstract harmonic analysis, see 43-XX
76 Fluid mechanics For general continuum mechanics, see 74Axx, or
other parts of 74-XX
35Q Partial differential equations of mathematical physics and other
areas of application [See also 35J05, 35J10, 35K05, 35L05
35Q72 does not exist
35Q70 PDEs in connection with mechanics of particles and systems of
particles
35Q74 PDEs in connection with mechanics of deformable solids
74B20 Nonlinear elasticity
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Differing Classifications – Example

Here we have a paper that’s given the pure mathemtical classifiction
of Lie theory and the applied classification of fluid mechanics.
It is about PDE solutions though a Lie-theoretic approach is
undertaken.

The application is in solids rather than fluids. So the LLM chatbot is
better. Look at the abstract:
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Differing Classifications – Example

Symmetries and invariant solutions of the wave equation for shear
disturbances in soft solids
Abstract. The Lie-group approach was applied to determine symmetries
of the third-order non-linear equation formulated for description of shear
elastic disturbances in soft solids. Invariant solutions to this equation are
derived and it turned out that they could represent outgoing or incoming
exponentially decaying or unbounded disturbances.
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Differing Classifications – Example

MSC 35Q is correct and better
76 for fluids does not seem better than 74B for elastic materials
(in this case soft solids).
Some sort of 22 for the Lie-group approach seems good as a
secondary.
But a caveat in all this is that 35Q72 is a chatbot hallucination:
there is no such code in MSC2020!
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Differing Classifications – How Bad?

For each of the differing cases, we compared the LLM classification to
the arXiv classification.
Scored according to the following rubric:

+2 LLM better than arXiv class
+1 LLM slightly better than arXiv class
= arguable either way
−1 LLM slightly off
−2 LLM way off

The proceedings paper gives a detailed analysis of each differing case.
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Differing Classifications – How Bad?

Bottom Line: In all but one of the differing cases
the LLM classification was as good or better than
the arXiv classification.

Most often it was distinctly better.

In the one bad case, it was way off.

Two clear hallucinations – show stoppers for math.
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Caveat Classificator

Our experiment so far has a small sample size.
Even then, we have a couple of cases of confabulation or
hallucination.
Trained neural nets are just prone to breakdown on outliers
cf. Gary Marcus and Teslas hitting semi-trucks
MSC classifying can be idiosyncratic when done by humans
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Conclusions

This is a very first step using an “off the shelf”model and a very small
test sample.
Even so, the results are very promising.
The results are almost always as good or better than arXiv
classification.

Introduction Example Methods Results Discussion Conclusions & Future



Next Steps

Automate this interaction and examine a serious corpus.
Study quality of second-level classification.
Also do for ACM Classification.

There are many alternative LLMs: Gemini, LLama, Mistral, ...
Train our own and see what we can do.

Can we eliminate hallucinations?
Can we have fewer missed classifications?
What accuracy can we get with the whole paper as input?
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Conclusions II

The results are promising and merit further study.

What does this say about the panorama and inter-relatedness of
mathematics as a whole?

Do the essential nuances of mathematical disciplines boil down to
some modest size set of parameters?

Can we extract a new and objectively better mathematical
classification from a trained model?

What can we learn about how mathematics evolves over time?
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